NetKet Implementation Notes

1 Neural Density Matrix

We consider purified neural-network density matrices of the form
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where p is a suitable set of mizing variables [1].

For concreteness, let us consider the case of a complex-valued purified RBM density
matrix, as used e.g in [2],. The corresponding pure state is RBMSPIN with M hidden units.
Define the standard pure case as
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We introduce mixing units with a coupling Uy, and bias c;. Then
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thus
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where G(z) = log cosh(z) in the case of £1 hidden and mixing units.
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